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GIRis

Iklim degisikligi, ekonomik krizler, toplumsal belirsizlik
gibi devasa sorunlarla bogusurken insanlik bir de ¢ok daha
kokli bir dontistimiin tam ortasinda buldu kendini: yapay
zeka! Bunu sadece bir teknoloji devrimi olarak degil atesin

veya elektrigin kesfiyle kiyaslanabilecek biiytikliikte bir do-
niisiim olarak goriiyorum.

Son yillardaki gelismeler, adeta bas dondiiriicii bir hiz ve
etkiyle geldi: Artik makineler yalnizca veri islemekle kalmi-
yor, ayni zamanda 6greniyor, oriintii taniyor ve gelisiyor. Ha-
yatimizin hemen her alanina dokunarak rutin aliskanliklari-
miz1 ve sistemlerimizi koklii sekilde degistiriyorlar. Sagliktan
finansa, egitimden giivenlige kadar her sektdrde hizmet ve
karar alma stireglerini temelden etkiliyorlar.
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Hep birlikte su soruyu soralim: Sadece birkag y1l 6ncesine
kadar bilim kurgu filmlerinde gormeye aliskin oldugumuz
yapay zeka, su anda hayatimizin hangi kosesinde yok ki? Me-
sela, sabah cep telefonumuzdaki bir uygulama bize hava du-
rumunu bildirirken, aksam izledigimiz dizileri 6neren algo-
ritma da, sehirde yolumuzu bulmamiza yarayan navigasyon
da yapay zekanin birer iirtinii. Ama tiim bunlarin 6tesinde
karsimizda sadece hayran kalinacak bir teknoloji degil hem
hukuken hem etik acidan ciddi sorumluluk ve riskler barindi-
ran bir gii¢ var artik.

Birlikte kisa bir yolculuga ¢ikalim: Yapay zekanin nasil bir
gelisim izledigini ve bizi nereye gotiirebilecegini hep birlikte
sorgulayalim...

I. YAPAY ZEKANIN GELISIM ASAMALARI

Oncelikle yapay zekanin evrelerinden soz etmek istiyo-
rum. En basta dar yapay zeka dedigimiz, tek bir gorevi iyi ya-
pan ve baska hi¢bir alana esneklik gostermeyen makinelerle
ise bagladik. Satrang programlari, spam filtreleri, yiiz tanima
sistemleri ya da navigasyon uygulamalar1 mesela... Bunlar
belirli bir problemi ¢ok iyi ¢dzen ama bu basariy1 bir baska
alana tasiyamayan sistemlerdi. Bugilin hala hayatimizda en
¢ok rastladigimiz yapay zeka tiirii bu.

Derken isler degisti. Simdi tiretken yapay zeka sahnedeler!
Artik sadece hesaplamakla, analiz etmekle kalmayip metin-
lerden resimlere, miizikten videolara kadar 6zgiin igerikler
de {iretebiliyor. ChatGPT ile bir makineye siir yazdirmak,
DALL-E veya Midjourney ile hi¢ var olmayan tablolar ¢izdir-
mek miimkiin. Derin 6grenme ve devasa veri setleriyle egiti-
len bu sistemler, insan yaraticiligina meydan okurcasina yeni
seyler sunabiliyor. Paradigma tamamen degisti. Ve sirada, in-
san seviyesinde zekaya sahip olacag1 ongoriilen “yapay genel
zeka” var.

Hentiz tam anlamiyla hayata ge¢mis degil ama yakin gele-
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cekte, oniimiizdeki birkag yil icinde gerceklesmesi konusulu-
yor. Bu seviyeye ulasabilen sistemler; insan gibi sezgi, 6gren-
me, planlama ve farkli alanlarda problem ¢6zebilme yetenegi-
ne sahip olacak.

Gelecekte ise insan zekasini asacak “yapay stiper zeka”-
dan so6z ediliyor. Bugiin igin birer varsayim veya bilim kur-
gu tirtinii olsa da oniimiizdeki on yillarda bu noktaya ulasma
ihtimalimiz bizlere yepyeni etik, hukuki ve hatta varolussal
sorular yoneltecek.

II. YAPAY ZEKANIN HAYATIMIZA VE TOPLUMSAL
SISTEMLERE ETKILERI

Simdi biraz daha uygulamaya inelim: Yapay zeka teknolo-
jileri, hukuk sisteminin gozetim ve profil ¢ikarma uygulama-
larma hizla yerlesiyor.

Yapay zekanin oneri sistemleri ve icerik tiretimi, toplumsal
on yargilar giiglendirme riski de tasiyor.

Amazon’un ge¢miste kullandig1 ise alim algoritmasi, eski
verilerdeki erkek agirlikli CVlerden etkilenip kadin adaylar:
sistematik olarak geri planda birakiyordu. Bu tiir uygulama-
lar, mevcut toplumsal esitsizlikleri pekistirebiliyor.

ABD’de baz1 eyaletlerde polis teskilatlarinin yiiz tanima
yazilimlar: kimi 1rksal gruplarda ¢ok daha fazla hata yaparak
masum insanlarin su¢lu muamelesi gormesine yol acti. Bu,
yapay zeka destekli kararlarin masumiyet karinesini bile teh-
dit edebilecegini gosteriyor.

Ayrica algoritmalarin popiiler igeriklere 6ncelik vermesiy-
le toplumda fikir gesitliligi ve kiiltiirel renkler azaliyor; herkes
ayni tema, ayni trend ve ayru tiirden igeriklerle karsilasiyor.
Bu, toplumsal bakista tek tiplesmeye ve yeni 6n yargilarin
yerlesmesine zemin hazirlayabiliyor.

Toplum olarak karsimizdaki riskler her gecen giin biiyii-
yor:
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* Yapay zeka Onerileriyle beslenen 6n yargilar -ister cinsi-
yetcilik olsun, ister irkgilik.. .-, igeriklerin tek bir noktada
yogunlasmas: kiiltiirel zenginligimizi azaltip tekdiize
bir popiiler kiiltiire yol agabilir mi?

¢ Kamuoyu olusturma siireglerinde viral mizahlar, sahte
haberler ve yapay zeka kaynakl igeriklerin dogrulugu
nasil kontrol edilecek?

* Ve sunu sormak gerekiyor: Bu yeni sorunlarin ¢ozii-
miinde kim 6ncti olacak, hangi yaptirim mekanizmalar:
kurulacak?

III. HUKUKTA YAPAY ZEKA

Ingiltere’de Luminance ve kira sistemleri hukuk firmala-
rinda sozlesme ve belge analizinde etkin olarak kullaniliyor.
Cin'de e-ticaret ve online davalara bakan “Internet Court”
sistemine karar destek sunuluyor. ABD’de LexisNexis veya
Thomson Reuters gibi devler, dava arastirmasindan sonug
tahminine kadar karar stireclerinde destek sunuyor.

A.SARTLI TAHLIYELERDE YAPAY ZEKA KARARLARI

ABD’de COMPAS, Ingilterede HART gibi algoritmalar
sarth tahliye degerlendirmelerinde kullaniliyor. Avustralya
ve bircok tilkede risk analizleri i¢in yapay zeka destekli arac-
lar uygulaniyor.

B. GOZETIM, YUZ TANIMA, PROFIL CIKARMA

Cin’de sosyal kredi sistemi, yiliz tanima kameralar1;; Mos-
kova’da 200 binden fazla kamerayla yaygin gozetim; Hindis-
tan’in biyometrik kimlik projeleri... Avrupa’da ise Interpol ve
Europol, suglular1 izlemek i¢in yapay zekadan faydalaniyor.

Kisisel verilerden profiller olusturmak Cin, Avrupa ve Sin-
gapur’da yeni norm oldu; finans ve saglik sektorleri bu profil-
lemeyi karar siireglerine entegre ediyor.
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Su¢ tahmin algoritmalar1 ABD, Pakistan, Brezilya, Israil ve
Almanya’da sehir giivenliginden terorle miicadeleye, “6ngo-
riicti polislik” gibi alanlarda aktif olarak kullaniliyor.

IV. YAPAY ZEKA, DEMOKRASIi VE INSAN HAKLARI:
IKILEMLER CAGI

Gelin, biraz da yapay zekanin toplumsal ve siyasi hayati-
miza getirdigi bliytik sorulara goz atalim...

A. MANIPULASYON VE ALGI YONETIMI

Yapay zeka algoritmalari, sosyal medya ve dijital platform-
lar tizerinden kisiye 6zel icerik oOnerileriyle toplumsal algiy1
yonlendirebiliyor. Ornegin, 2018 yilinda ortaya ¢ikan Camb-
ridge Analytica skandalinda milyonlarca Facebook kullani-
asinin verileri toplanarak insanlarin siyasi tercihlerine gore
maniptlatif reklamlar gosterildi. Boylece bazi se¢gmenlerin
kararlar1 suni sekilde etkilenmis oldu.

Bir baska ornek ise TikTok ve YouTube gibi platformlarda
igeriklerin kullanici bagimliligini artiracak bicimde sunulma-
sidir. Bu platformlarda, algoritma kullanicinin hangi igerik-
lere tepki verdigini izleyerek onun diinya goriisiinii daraltan
ve yanki odas: etkisi yaratan videolar1 one ¢ikariyor. Boylece
insanlar farkinda olmadan sadece kendi goriislerini destekle-
yen igeriklere maruz kalabiliyor, toplumsal kutuplagsma de-
rinlesebiliyor.

Bu durumda cevaplamamiz gereken ¢ok gesitli sorular ka-
famizda beliriyor. Ornegin;

* Kisiye 0zel reklamlar, onerilen icerikler acaba ne zaman
masum hedeflemeden tehlikeli manipiilasyona doniisti-
yor?

* Sosyal medya algoritmalari, bizi daha uzun siire ekran-
da tutmak i¢in duygularimizi istismar ederse bunu kim
ve nasil denetleyecek?
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* Bir “filtre balonu (filter bubble)” veya “yanki odasi (echo
chamber)” iginde bogulurken ¢evremizde yalnizca ken-
di fikirlerimizi duymaya baslamak, toplumsal kutuplas-
may1 artirmiyor mu?

B. SECIM SISTEMLERI VE SiYASI REKABET

Yapay zeka, se¢im siireclerini seffaflastirmak yerine mani-
piilasyona da acik hale getirebiliyor. Hindistan"in 2019 genel
secimlerinde, siyasetgiler yapay zeka destekli araglarla kendi
dillerinde otomatik ses klonlar1 ve kisisellestirilmis mesajlar
hazirlayarak milyonlarca se¢mene ulasti. Bu durum, se¢me-
nin iradesinin dogal akisinda degisiklik yaratabildi.

Kenya'nin 2017 segimlerinde ise sosyal medya tizerinden
yayilan sahte haberler ve yapay zeka ile iiretilmis kisisel rek-
lamlar, kamuoyunu belirli adaylara yoneltmede etkili oldu ve
secimlerin giivenilirligi ciddi sekilde sorgulanda.

Bazi iilkelerde, siyasi partiler arasinda yapay zeka tekno-
lojilerine erisimde esitsizlikler ortaya ¢ikabiliyor; kaynaklari
gliclii partiler, zayif olanlara gore daha etkili propaganda ve
veri analizi yapabiliyor. Bu durum siyasi rekabetin esitligini
bozabiliyor. Ornegin;

* Acaba yapay zekaya sahip partiler, se¢menlere kisisel
analiz ile kampanya mesajlar1 gonderdiginde “0zgiir
irade” hakki zedelenmis olmuyor mu?

* Rekabet ortami1 hala adil kaliyor mu?

* Oylama ve sayim siireglerinde yapay zeka kullanilirsa
se¢im gilivenligini hangi dnlemlerle saglayacagiz?

C. DEEPFAKE VE BILGI KIRLILIGI

Yapay zeka sayesinde olusturulan deepfake (sentetik med-
ya) igerikler, bilgi kirliligini hizla yayabiliyor. 2022’de Ukray-
na’da ortaya ¢ikan, Baskan Zelensky'nin teslim oldugu izle-
nimi veren deepfake video diinya basininda yank: uyandirdi
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ve kisa siirede milyonlarca kisiye ulasti. Tamamen sahte olan
bu video, halkin moralini ve uluslararasi gtindemi etkilemeye
calistyordu.

Bir diger ornekte, Slovakya’da 2023’teki se¢im 6ncesi yapay
zeka ile iiretilmis, bir siyaset¢inin se¢cimde yolsuzluk gortis-
melerinde bulundugunu gosteren sahte bir ses kaydi yayildi.
Gergek olmayan bu igerik, kamuoyu giivenini zedeleyip se-
¢im sonuglarini tartismali hale getirdi.

Deepfake gorsel ve ses teknolojisi, tinlii kisilerin sozlerini
veya goriintiilerini taklit ederek yalan haberleri inandiric1 ve
tehlikeli bicimde yayabiliyor. Bu durumda en azindan asag-
daki sorulara adil cevaplar bulmamiz gerekiyor;

* Bir liderin hi¢ soylemedigi bir s6z, yapay zeka tarafin-
dan tiretilip bir anda diinyay1 dolasabiliyor. Boyle bir
durumda yasal sorumluluk kimde olacak? Platformlar
mi, lireten mi, paylasan mi1?

* Secimlere etki edecek deepfake’ler ortaya ¢ikarsa sonug-
larin iptali veya yeniden se¢im gibi ¢oziimler miimkiin
olabilir mi?

* Bu sahte igeriklerle miicadele icin gelistirilecek deepfa-
ke algilama teknolojisi, ifade 6zgtirliigiinii zedelemeden
nasil uygulanacak?

V.KARSIMIZDAKIi BUYUK HUKUKI, ETiK VE FELSEFI
SORULAR

Kisacasy, yapay zeka teknolojilerinin olumlu olanaklar ka-
dar demokrasi, insan haklar1 ve toplumsal adalet agisindan
da dikkatle izlenmesi gereken, orneklerle somutlasan ciddi
riskleri bulunuyor.

Simdi daha soyut ama gelecek icin hayati onem tasiyan ko-
nulara deginmek istiyorum:
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A. FIKRI MULKIYET VE SAHIPLIK

Son yillarda yapay zeka ile tiretilen sanat eserleri, miizikler
ve metinler diinya genelinde tartisma yaratti. Ornegin bir sa-
nat¢1 Midjourney ya da DALL-E gibi bir tiretken yapay zeka
araci kullanarak ilham veren bir tablo olusturdugunda, bu
tabloyu tireten kisi, programi gelistiren sirket veya algorit-
maya egitim verisi saglayanlar arasinda miilkiyet hakk: kime
ait olacak? Benzer sekilde OpenAl'nin GPT sistemine komut
vererek yazdirilan bir romanin yazilimcisi, kullanic1 komutu
veren kisi mi yoksa modelin gelistiricisi mi asil hak sahibi ola-
cak? 2023 yilinda ABD'de, yapay zeka ile olusturulan bir ¢izgi
romanin telif hakki davasi buna giizel bir 6rnektir: Mahkeme,
tamamen yapay zeka iiriinii olan resimlerin telif hakki olama-
yacagina karar verdi.

Oniimiizdeki yillarda hukukgularin asagida siralanan so-
rularin cevaplarini bulmalar: gerekecektir:

* Yapay zeka tarafindan tamamen veya kismen iiretilen
bir eserin gergek sahibi kim olmal1?

e Egitim verilerini saglayanlar, algoritmanin ciktis1 tize-
rinde hak iddia edebilir mi?

e Insan, yalnizca “yap” komutunu veren pozisyonda ise
sanatsal degerin ve eserin sahibi kabul edilebilir mi?

B. HUKUKI SORUMLULUK VE CEZA

2022 yilinda Berlin’de tam otonom bir aracin trafik kazasi-
na karigsmasi biiytiik tartisma olusturdu. Arag, yolun karsisina
gecen bir yaya grubunu fark edemedi ve bir kaza meydana
geldi. Peki, boyle bir durumda tazminat ve ceza kime ait ola-
cak? Arag sahibi mi, yazilim gelistirici firma mi1 yoksa iiretici
mi sorumlu tutulmali?

Bir bagka giincel ornek: ABD’de bazi biiyiik bankalarda
yapay zeka destekli finans analizi kullanan sistemlerin “yan-
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lis Oneriyle” biiyiik zarara yol agmasi sonrasi, sorumlulugun
kimde oldugu tartisma konusu oldu. Bu durumda;

¢ Otonom arag ya da yapay zeka tabanli bir sistem hata
yaptiginda hukuken kim sorumlu tutulmali?

* Bir yapay zeka sistemi etik bir ikilemde se¢im yapmak
zorunda kalirsa sonuglarinin hukuk oniinde sorumlusu
kim olmal1?

* Yapay zeka yoluyla kasith olarak yanlis veri tiretildigin-
de (6rnegin finansal manipiilasyon) bu dolandiricilik sa-
yilir m1 ve kim cezalandirilmali?

Ayrica yapay zekanin insan saglig: tizerindeki etkileri de
ciddi bir konu: Yapay zeka tabanl bir saglik yazilimi yanlis
teshis koydugunda hekim mi, yazilim firmasi mi1 sorumlu sa-
yilacak?

C. HUKUKI KiSiLiK VE YAPAY ZEKA

2017 yilinda bir robot olan Sophia, Suudi Arabistan tarafin-
dan vatandaslik aldi. Bu, bir yapay zekanin "hukuki kisilik"
statiisiine olas1 bir ornek olarak ¢ok tartisildi. 2020’de Giiney
Afrika’da, yapay zeka tarafindan yapilan bir bulus icin patent
basvurusu yapildi. Bir¢ok hukukgu, yapay zekalara elektro-
nik kisilik taninmasinin gelecekte sirket yonetiminde veya
ekonomik alanda yapilacak basvurularin 6niinii agip agmaya-
cagini sorguluyor.

* Benzer sekilde yapay zekaya yasal olarak kisilik, 6rne-
gin elektronik kisilik verilebilir mi?

* Yapay zeka sistemleri kendi adina hak veya ytiikiimlii-
liik tistlenebilir mi?

* Bir yapay zekd CEO oldugunda, verdigi kararlardan
kim sorumlu olacak?
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D. ETIK VE TOPLUMSAL RiSKLER

2018’de Amazon’un gelistirdigi bir ise alim algoritmasinda,
sadece erkeklerin bulundugu ge¢mis veriler sebebiyle kadin-
lar sistemli olarak elendi. Yapay zekanin basitce “tarafsiz” ca-
listigin1 diistinmek bu tiir sosyal sonuglarin 6niine gecemiyor.

Benzer bir sekilde, ABD polisinin kullandig1 yiiz tanima
sistemlerinde 6zellikle siyahi vatandaslarin yanlis sekilde sug-
lu olarak tespit edilme orani yiiksek ¢ikti. Bu durum masum
insanlarin magduriyetine yol agt1 ve binlerce soruyu dogurdu:

* Verilerdeki 6n yargilarin yapay zeka kararlarina yansi-
mas1 durumunda sorumluluk kime aittir?

e Insanlar, yapay zeka ile alinan kararlara ne 6lgiide itiraz
edebilmelidir?

* Yapay zekali otonom silahlarin isledigi bir “savas su-
¢unda” sorumlu kimdir?

E. VAROLUSSAL VE FELSEFi SORULAR

Yapay zeka arastirmacilarinin gelistirdigi bazi sohbet ro-
botlari, kendini “canli” ya da “bilingli” ilan edebiliyor. Go-
ogle’in LaMDA adli sistemiyle sohbet eden bir miihendisin
yapay zekanin “farkindalik” gelistirdigini iddia etmesi diinya
basmina yansimust.

Ote yandan Japonya ve ABD gibi iilkelerde insanlar, yapay
zeka ile romantik iligkiler gelistirebiliyor, hatta sanal partner-
lerle evlilikler bile giindeme geldi.

Bazi sosyal medya yapay zekalarinin dini ve ideolojik ige-
rik liretmesi ise ifade ve inang 6zglirliigli agisindan tartisma-
lara yol agiyor. Ornegin;

* Bir yapay zek3, biling kazandigini iddia ederse ona her-
hangi bir hak tanimali miy1z?
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* Yapay zekanin kapatilmasi ya da silinmesi “6liim” ben-
zeri bir etik problem midir?

* Yapay zeka ile romantik veya dostane baglar gelistirmek
insani iligkiler agisindan ne anlama gelir?

* Yapay zeka tarafindan iiretilen dini ya da ideolojik ige-
rikler hangi smirlar i¢inde degerlendirilmelidir?

SONUC
Degerli Konuklar,

Gordiigtimiiz gibi, yapay zeka ile gelen doniistim yalnizca
teknolojik degil, hukukumuzu, etik anlayisimizi ve toplum-
sal diizenimizi kokten sorgulamamaiza yol agiyor. Bu sorulara
verecegimiz cevaplar, sadece bugiinii degil gelecek nesillerin
diinyasini da sekillendirecek. Yolun basindayken hep beraber
diistinmeli, tartismali, insan onurunu ve toplumsal adaleti
merkeze alan ¢oziimler iiretebilmeliyiz.

Hepinizi tekrar sevgi ve saygiyla selamliyor, bu zorlu ama
bir o kadar heyecan verici yolculukta birlikte akil yiirtitmeye,
birlikte ¢oziim tiretmeye davet ediyorum.

Dinlediginiz icin tesekkiir ederim.
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